**Machine Learning Lab 10**

**Dimensionality Reduction**

Dimensionality reduction is the process of reducing the number of random variables under consideration, by obtaining a set of principal variables. It can be divided into feature selection and feature extraction. There are two components of dimensionality reduction, the first one being feature selection, in which, we try to find a subset of the original set of variables, or features, to get a smaller subset which can be used to model the problem. It is usually done using filtered, wrapped and embedded, the second one is feature extraction. This reduces the data in a high dimensional space to a lower dimension space, i.e. a space with lesser no. of dimensions.

In this experiment we use three methods for dimensionality reduction namely:

\* Principal Component Analysis (PCA)

\* Linear Discriminant Analysis (LDA)

\* Kernel Principal Component Analysis (KPCA)

**The dataset**

The dataset used to perform this experiment is the wine quality dataset, it is a combination of data on two types of wine variants, namely red wine and white wine, of the portuguese “Vinho Verde” wine. The dataset contains information on the parameters for fixed acidity, volatile acidity, citric acid, residual sugar, chlorides, free sulfur dioxide, total sulfur dioxide, density, pH, sulphates, alcohol.

**Experiment**

In this experiment I used the sklearn’s PCA(principal component analysis), LDA(linear discriminant analysis) and KPCA algorithms to predict the quality of a wine.

Using the pandas library in I loaded the red wine and white wine datasets into the memory from their respective csv files and then merged the two datasets into one single pandas dataframe. Then I bin the data points into good and bad wine quality data points this is done to reduce the skewness of the dataset, with the original quality classes (i.e. from 3 to 9 the dataset was very skewed). The criterion used for binning is the wine quality. A quality of above and equal to 6 is considered good, where as that below 6 is bad. Thus instead of 6 now I am left with just two categories in my dataset.

Using the standard scaler in sklearn I scaled the all the features of the dataset so as to avoid any feature to dominate while the algorithm is learning on the data.

For performing the experiment I started applying just a logistic regression to my dataset followed by applying a PCA and then applying a logistic regression again. And after applying the PCA, there was a 0.02 increase in the score of the logistic regression model from 0.96 to 0.98 on the training set.

Next I used a scatter plot to visualize the dataset with reduced dimensions and from the graph it is evident that with reduced dimensions the data points corresponding to the good wine and bad wine samples cluster together.

Next I reduced my data with the LDA algorithm however, with my data it always reduced the dimensions to 1 no matter what, and hence it wasn’t useful for any interpretations in my case.

Finally I applied the KPCA with rbf (Radial Basis Function) as the kernel for my PCA and then used a scatter plot to visualize the data and the results were similar, the similar data points clustered together.

This is because once the dimensionality is reduced, the new dimensions contain much more information as compared to the previous dimensions and thus are much better representative of the data than randomly selecting any same number of dimensions from the data. Thus we observe the clustering when we plot the data.

The code and plots can be found in the accompanying jupyter notebook.